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ABSTRACT
This panel will bring together a group of scholars from diverse
methodological backgrounds to discuss critical aspects of data col-
lection for CSCW research. This discussion will consider the rapidly
evolving ethical, practical, and data access challenges, examine the
solutions our community is currently deploying, and envision how
to ensure vibrant CSCW research going forward.

CCS CONCEPTS
• Human-centered computing → Empirical studies in collab-
orative and social computing.
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1 OVERVIEW
In recent decades, Computer Supported Cooperative Work and So-
cial Computing (CSCW) researchers have made extensive efforts
to empirically understand how individuals, communities, and so-
cieties engage with online technologies. A crucial aspect of such
efforts is to obtain high-quality data that allows researchers to ex-
tract valid contributions. CSCW researchers use a wide variety of
data collection methods such as interviews, surveys, workshops,
system deployments, and social media log queries. This panel will
reflect on what drives researchers to make these data collection
choices, the pros and cons of each approach, the new challenges we
are facing in data collection, and how we, as a community, should
address such challenges.

Some questions that may animate this panel discussion are:
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• What data do we use today in our research? Has this changed
over time? If so, why? Have our ways of collecting this data
changed over time? If so, why?

• A lot of CSCW research has relied on easily available or
obtainable datasets. For example, much of the research using
social media logs has focused on Reddit and Twitter as their
datasets were traditionally more easily available. Does this
compromise the usability of our research outputs or bias our
field’s view? What avenues do we have to study platforms
that have been traditionally understudied because of data
access issues?

• One crucial way to obtain useful CSCW data is to collaborate
with the industry. What makes such data-focused collabo-
rations successful? What are the ethics of collaborating (or
not) with the industry? How do we independently do critical
audit work while not being completely antagonistic to our
industry partners?

• Social media sites such as Twitter and Reddit are making
it increasingly challenging to easily and/or affordably col-
lect social media data by deprecating official Application
Programming Interfaces (APIs) or making them completely
unavailable. Are researchers changing the way they work
and the research questions they ask because of these devel-
opments? How can we navigate this challenge? For example,
how practical is it to consider developing inter-university
data repositories to incentivize CSCW research? How could
or would such efforts run in parallel with social media plat-
forms’ own Terms of Service-related contractual agreements
that bar scraping data?

• What are the ethical, legal, and practical ways to future-proof
our research for a post-API future? User-driven data dona-
tions for research have been on the rise recently. Are these
models scalable to replace our existing API-based models of
research?

• Can we find ways for data donation models to complement
different data collection methods, such as interviews, sur-
veys, and workshops, in providing a comprehensive under-
standing of people’s engagement with digital technologies?

• How can the CSCW community collaborate to develop stan-
dardized approaches for data collection, ensuring compara-
bility and generalizability across studies?

• What potential biases or limitations are associated with dif-
ferent data collection methods in CSCW research, and how
can researchers mitigate them?
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• How can we foster convergence between the qualitative and
quantitative ‘sides’ of CSCW researchers? How do we enable
systems where they can benefit from each other’s work?

• CSCW researchers are increasingly working with individuals
frommarginalized and under-represented groups as research
participants. How can we improve CSCW researchers’ access
to these groups? What special responsibilities do we have as
researchers when relying on these groups for our data?

• The current CSCW scholarship is heavily skewed toward
people in the West. How do we build datasets that authen-
tically represent people and interactions in non-Western
contexts?

• Since what we have outlined above are not just problems in
CSCW, how can interdisciplinary collaborations and knowl-
edge sharing contribute to addressing the challenges in data
collection for CSCW research?

2 PANEL STRUCTURE
The panel discussion will follow a structured format designed to
facilitate insightful conversations and engage both the panelists
and the audience.

- It will commence with brief five-minute talks by the panelists,
providing an opportunity for each expert to share their valuable
insights and experiences within this domain. These talks will in-
troduce the panelists’ work, establishing a foundation for further
discussion.

- Following the talks, the panel participants will pose thought-
provoking questions to the other panelists. This phase aims to
identify common themes among the panelists’ work and address
any critical aspects that may have been overlooked. This interactive
exchange will encourage collaboration and exploration of synergies
among the panelists’ perspectives.

- Subsequently, the panel will open the floor to the audience,
allowing them to actively participate by posing their own ques-
tions. This interactive session will provide a platform for diverse
viewpoints and foster a dynamic dialogue between the panelists
and the audience.

3 RELATED EVENTS
• The Post-API Conference: Social media data acquisition after
Twitter

• The D.A.R.E. Workshop, a part of the AAAI ICWSM 2023
conference at Limassol, Cyprus
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