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Social media platforms moderate content for each user by incorporating the outputs of both platform-wide
content moderation systems and, in some cases, user-configured personal moderation preferences. However,
it is unclear (1) how end users perceive the choices and affordances of different kinds of personal content
moderation tools, and (2) how the introduction of personalization impacts user perceptions of platforms’
content moderation responsibilities. This paper investigates end users’ perspectives on personal content
moderation tools by conducting an interview study with a diverse sample of 24 active social media users. We
probe interviewees’ preferences using simulated personal moderation interfaces, including word filters, sliders
for toxicity levels, and boolean toxicity toggles. We also examine the labor involved for users in choosing
moderation settings and present users’ attitudes about the roles and responsibilities of social media platforms
and other stakeholders toward moderation. We discuss how our findings can inform design solutions to
improve transparency and controllability in personal content moderation tools.
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1 INTRODUCTION
At the Game Developers Conference in 2021, Intel unveiled Bleep, a new AI-powered tool for users
to filter out online abuse in video game voice chat.1 As shown in screenshots of the demo in Fig.
1https://youtu.be/97Qhj299zRM?t=1781
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1, the tool listed commonly encountered categories of abuse, like ‘Aggression’ and ‘Misogyny,’
each paired with a slider to control the quantity of each category that a user wants to hear [85].
Reactions were swift and heated across news and social media [21]. One article objected to how the
tool “pitch[es] racism, xenophobia, and general toxicity as settings that can be tuned up and down as
though they were...control sliders on a video game” [29]. Other people argued that such a tool would
be beneficial; for example, one Twitter user said, paraphrasing: “...as a trans woman gamer I pretty
much always hear transphobia and misogyny online, but with this I can just bleep those words instead
of muting people manually over and over...” Still others questioned the appropriateness of asking
users to configure moderation settings, with a Twitter user saying: “...WTF kind of dystopic insanity
is this control panel? Why would the onus be on the user to do the filtering?”

The mix of responses highlights some of the difficult questions that arise when tools for personal
configuration of moderation settings are introduced on a social media platform. These tools have the
potential to address online speech harms in a more user-initiated and personalized way. However,
the rich debate around the Intel demo shows that users have different opinions on and preferences
for such tools.

Since the mid-2000s, social media platforms’ popularity has expanded dramatically worldwide [7,
101, 104]. User-generated content (UGC) can be empowering, especially for those belonging to
vulnerable or marginalized groups, as it allows users to dictate what content is created [87]. However,
the rules around what content is acceptable on a platform versus not continue to be narrowly
shaped by the cultural norms of Silicon Valley, where most big platforms hosting UGC are located
[33]. Given the normative differences across cultures [57] and communities [112], including even
those that are geographically co-located [113], a one-size-fits-all solution to shaping online content
would not be able to serve the disparate needs of millions of end users [56].

Recognizing the inevitable conflicts regarding platform-wide content moderation, some industry
leaders, scholars, and activists have called for an approach that we refer to as personal content
moderation. We define personal content moderation as a form of moderation in which users can
configure or customize some aspects of their moderation preferences based on the content of posts
submitted by other users. Recently, many platforms have begun to experiment with and offer
such tools. They are ‘personal’ in that every user can configure them differently, and a user’s
configuration applies only to their own account. In addition, they are content-based in that they
help users configure moderation choices based on the characteristics of the content they encounter
on the platform. Examples of tools for personal content moderation include toggles, sliders, or
scales for ‘toxicity’, ‘sensitivity’, or other attributes, as well as word filter tools for filtering out
user-specified phrases (see Fig. 1, 2, 5). These differ from more common account-based personal
moderation tools, such as being able to block or mute undesirable accounts individually or in
bulk [30, 53, 82].
In the context of internet history, personal content moderation tools, with all the promises

and perils they entail, have found their moment. Critics and scholars are increasingly calling for
mechanisms that move moderation decision-making away from centralized platforms and towards
individual users to give them greater control over what they do not want to see on social media
[26, 66, 74, 79]. Popular platforms like Facebook, Instagram, TikTok, and Twitter now offer word
filter tools [52] and sensitivity settings [46] for users to configure over their news feeds and over
‘Explore’, ‘For You’, and ‘Search’ products. In addition, emerging platforms and third-party personal
moderation tools like Gobo Social [10], Bodyguard [9], Block Party [82], and Bluesky [38] are
letting users personalize their content moderation with even greater granularity. Social media
founders and owners such as Mark Zuckerberg and Jack Dorsey have advocated for personal
content moderation settings that tune exposure to controversial content, such as nudity, violence,
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Fig. 1. Screenshots of Intel’s implementation of a personal content moderation tool using sliders for different
categories. During our interviews, we showed these images to our participants to elicit their suggestions.

and profanity [23, 119]. A recent representative survey of 983 adult internet U.S. users documented
the public appetite for personal content moderation by showing that 52.4% of participants prefer
relying on a personal moderation setting over the default platform-wide moderation to handle hate
speech posts [55].

Despite growing interest in and adoption of personal content moderation tools, empirical insights
about users’ preferences for and attitudes towards such controls are scarce. Instead, prior research
on content moderation tools has primarily focused on tools used by people in moderator roles in
a community-wide setting, such as volunteer moderation teams [50, 75, 76, 92, 116]. This article
aims to fill this critical gap and uncover the prominent user preferences, concerns, and design
considerations regarding personal content moderation.

First, we sought to understand what considerations come into play when users have the ability
to decide on personal moderation settings. A more restrictive configuration of settings could result
in over-moderation, and a more lax configuration could lead to under-moderation. Thus, we ask:
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Fig. 2. Examples of Personal Content Moderation Tools on (a) Twitter, (b) Facebook, (c) Tumblr, and (d) Jigsaw
Tune.

RQ1: What considerations do users have when deciding whether to be more or less
restrictive in their choices for personal content moderation settings?

Next, we wanted to understand users’ challenges when interacting with and configuring personal
content moderation tools as realized in different commonly-deployed designs, including toggles,
word filters, and sliders. We therefore ask:

RQ2: What issues do users encounter when trying to understand and control what happens
when they interact with different interface designs for personal content moderation?

Finally, since the enactment of any voluntary moderation tool targeted at platform users is inextri-
cably linked to the questions of labor involved (e.g., see [24, 88, 95, 116]), we raise the following
research question:

RQ3: How do users perceive the labor in configuring these tools? How do they ascribe the
distribution of responsibility for this labor between different stakeholders?

To gather deeper reflections and nuanced rationales for users’ preferences, we conducted quali-
tative, semi-structured interviews with 24 social media users. We considered that participants may
not have interacted with personal content moderation tools on social media platforms. Therefore,
we developed a series of probes to prompt interviewees to consider different potential tool designs
and elicit more informed opinions. To begin, we built a web application that simulates a social
media feed of content along with a series of interactive controls that, when adjusted, re-configure
the feed. We preloaded this web application with data from a research dataset of tweets labeled with
different toxicity levels [64]. We implemented four types of controls based on personal moderation
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tools that have been deployed or proposed in the past (Fig. 3): a word filter, a toxicity toggle, an
intensity slider, and a proportion slider. We describe these controls in detail in Sec. 3.

In the interviews, we asked participants to interact with all four control interfaces and inspect the
resulting changes in the simulated feed while speaking aloud about their preferences. In addition,
we showed them screenshots of personal content moderation controls developed in industry,
including the Bleep tool and one offered by Instagram. We used these probes to get more specific
feedback on different design decisions. These probes also helped surface deeper reflections when
we asked interviewees about their perspectives on whether and why they would (not) use such
tools, moderation labor on the part of users, and platforms’ responsibilities in the face of harmful
content.
We found that while encountering offensive content on social media is a common experience,

some prefer to just ignore such content, while others configure personal moderation settings,
and still others get frustrated enough to quit social media altogether. Many interviewees were
resistant to setting restrictive filters due to their fear of missing out on relevant posts and their
desire to hear others out, even if the content might be offensive. Our analysis also raises critical
areas for improvement in the current designs of personal moderation tools from the perspective
of end users: increasing clarity in the definitions of various interface elements, incorporating
environmental/cultural context, offering appropriate levels of granularity, and a wider leveraging
of example content as a means to provide transparency and enable greater control. Our findings
also highlight users’ understanding of the cognitive labor involved in personal moderation and,
related to it, their perspectives on how platforms and lawmakers share some responsibility.

We conclude by discussing the importance of addressing online harms while attending to users’
desire to not overlook relevant content and how more context-aware personal content moderation
tools can contribute to this goal. We highlight the value of clarifying the meaning of crucial interface
elements and how doing so may necessitate an overhaul of current tools. We argue that designs
that let users configure moderation exceptions for specified user groups or cultural contexts would
increase the controllability of these tools. We emphasize that configuring these settings should
be iterative for users, and incorporating user preferences inferred from other interactions, such
as reporting and seeking user feedback, could further improve their utility. Finally, we examine
platforms’ roles and responsibilities in this space and how third-party developers and lawmakers
can contribute to improving users’ online experience.

2 RELATEDWORK
2.1 Content Moderation
Content moderation is the organized governance of user-generated posts by information intermedi-
aries and social media platforms to facilitate cooperation and prevent abuse on their sites [39, 88].
One of its main goals is to address online harms [56]. However, interpretations of online harm
vary across cultures [57], communities [112], and individuals [51], making it challenging to deploy
one-size-fits-all moderation solutions. We focus on content-based online harm that results from
viewing undesirable content, such as hate speech or graphically violent images, on social media
platforms. Prior HCI research has contributed to our understanding of the diversity of online harms
[53, 90] and users’ experiences of such harms [90]. We add to this conversation by examining how
end users personally grapple with the questions of trading off viewing content that may be harmful
to them against their fears of missing out on relevant content or desire to be open-minded.

In their early years, content on platforms like Facebook and YouTube was governed by relatively
small review teams. Platform moderation rules and policies were also limited in scope [60]. As time
passed and public pressure to remove offensive speech increased, platforms developed complex,
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Account moderation Content moderation
Actions Purview Impact Actions Purview Impact

Platform
moderation

ban or suspend
users from the
platform

all users on
the platform

every user’s
view

remove content
from the
platform

all content
on the
platform

every user’s
view

Community
moderation

ban users from a
community

all users on
the platform

every user’s
view

remove content
from the
community

content
posted to the
community

every user’s
view

Personal
moderation

block a user from
seeing one’s
content; mute a
user from
appearing in one’s
view

all users on
the platform

blocked
user’s view;
one’s own
view

remove content
from one’s view

content that
appears in
one’s view

one’s own
view

Table 1. A characterization of different modes of content moderation. We have highlighted cells relevant to
personal content moderation, this article’s focus.

sophisticated systems to aid their moderation functions (Table 1). Many platforms now have
automated site-wide filters that remove, in an initial pass, blatantly inappropriate posts, such as
spam or child sexual abuse materials (CSAM) [33]. Additionally, platforms deploy paid [88] or
volunteer [76] moderators to review and regulate the remaining posts. Many social media platforms
are also feed-based, incorporating algorithms that sort posts based on users’ prior interactions [28].
Each social media platform has developed various ad-hoc systems to implement these processes
[33, 100], yet each platform keeps the specifics of how it enacts its moderation decisions opaque [50].
We add to this literature by surfacing social media users’ perspectives on platforms’ moderation
apparatuses and what role, if any, users should play. We also consider how a greater emphasis on
personal moderation might reconfigure how platforms conduct moderation more broadly.

Besides top-down moderation, platforms offer several technical mechanisms for users to shape
what they see. First, users primarily shape their feed by choosing to follow (or unfollow) or add as
a friend any account from which they wish to see more (or less). Second, users can express their
perception of any post by one-click mechanisms such as like or upvote/downvote. They can also
report inappropriate posts using flagging tools, which trigger a post review by the site [17]. Third,
some feed settings can more broadly shape the news feed, such as the settings to change the look
and feel of the site, account deletion or deactivation, and language or region settings [44].

In addition to the above three mechanisms, users can also rely on personal moderation tools. These
tools let users configure their preferences for the activity they want to avoid. Personal moderation
tools fall into two categories: account-based and content-based. Personal account moderation tools let
users mute or block an account to prohibit future interaction with it. Some third-party developers
have built upon this functionality to enable mass blocking [30, 82] or peer-assisted blocking [71],
and researchers have examined the utility and deficiencies of such tools [30, 53]. On the other hand,
personal content moderation tools let users make moderation decisions on each post based on its
content alone and regardless of its source. Personal content moderation tools include tools to mute
specific keywords [52], remove2 NSFW (not safe for work) content, and set up sensitivity controls
(see Fig. 2 and 5 for examples).

2Note that in the context of personal moderation tools, post removals occur only for the configuring account. Others users
can still see the removed content.
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In our work, we focus specifically on personal content moderation tools. We choose this focus
because it has become increasingly common that the posts shown in users’ feeds are not made
by people they follow—an example is TikTok’s ‘For You’ page, which is typically dominated by
stranger accounts. The same can be said for users who use the search functionality on platforms
such as Instagram or Pinterest to find content. In these scenarios, personal account moderation
tools may not have as much impact on what users see due to the high proportion of novel accounts.
This issue may also crop up in specific contexts, such as some gaming platforms where users
frequently communicate with strangers [63]. As a result, personal controls that enable users to
configure moderation based on content become more important. Indeed, in recent years, platforms
have begun offering more personal content moderation tools [46], and industry leaders have called
for more user controls for moderation [23, 119], leading to experimental efforts like Intel’s Bleep
(Fig. 1) and Jigsaw’s Tune (Fig. 2(d)) tools.

As far as we know, this is the first paper that conceptually identifies personal content moderation
as a distinct category and investigates user preferences for them. Prior research that focuses
specifically on personal content moderation tools is scarce. One related work is Jhaver et al.’s
research on need-finding and design exploration around word filter tools [52]. However, they focus
on word filters used by content creators to delete comments on their content for all viewers, not
users muting content in their personal feed. We note that specialized categories of users—such
as advertisers, admins, and community moderators—have a broader range of moderation tools
available to them, such as Automod [50] or Sentropy [41]. Prior research on designing such tools
identifies some challenges relevant to our work, e.g., rule-based configuration producing false
positives [13, 50]. However, our focus here is on moderation tools available to general users that do
not rely on collaborative moderation teams and that only affect each user’s own view.

2.2 User Control and Transparency in Interactive Recommender Systems
This section briefly reviews prior literature on interactive recommender systems as it offers valuable
insights for designing personal moderation tools. Recommender systems are ubiquitously deployed
today to solve the problem of information overload and to increase engagement [48, 58]. Over
the past decades, extensive research has been conducted to develop and deploy algorithms that
suggest relevant items to a user [3]. However, several challenges still need to be solved that prohibit
recommender systems from realizing their full potential [42].
There is a growing awareness that the effectiveness of recommender systems goes beyond

recommendation accuracy [11, 62, 86]. Research on integrating human values such as diversity,
serendipity, and trust [58, 65, 96] into recommendations is gaining interest. As part of this push into
user values, which may differ depending on the user, user controls like toggles and sliders have been
proposed for interacting with recommender systems. This integration supports personalization,
transparency, and controllability of the recommendation process [42]. These techniques form
interactive recommender systems [42, 72], and the personal content moderation tools we study
in this work offer similar controls. Advanced interactive recommender systems also incorporate
contextual information (e.g., location, current activity, interest) to generate recommendations that
tailor to the current needs of the user [4]. We examine the importance of incorporating relevant
context in personal moderation tools from end users’ perspectives.

In general, recommender and content moderation systems are similar in that they both act on the
content one sees, where tuning a recommendation algorithm to reduce a specific type of content
may have a de facto effect akin to moderating it out [34]. When done by platforms, this has often
been described critically as “shadowbanning” [16]. However, a significant point of differentiation
between the two is the goals behind them. Recommender systems aim to shape what content is
shown to the user to make a better recommendation [48]. In contrast, moderation systems focus on
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removing content types that are likely to harm the user. As a result, users may have very different
ideas about how personal controls for recommendation versus moderation should be designed. For
instance, a user seeking to remove certain harmful content might desire more precise controls to
be more confident they will not encounter that content compared to a recommendation control.
Indeed, in major platforms, recommendation and moderation often have different policies and
separate teams dedicated to them.

Still, there are some aspects that users may find desirable in the design of both kinds of controls.
Thus, we consider what we can learn from the interactive recommender literature. For instance,
interactive recommender systems aim to provide transparency into the black-box nature of a
recommendation system by explaining its inner logic to end users [94, 110]. Exposing the reasoning
and data behind a recommendation may help increase users’ confidence in that recommendation
and improve their acceptance of the system [1, 43]. We examine how to provide transparency in
the context of content-based personal moderation tools, where there is also an inner logic to the
filter implementation.
Second, a related objective of interactive recommender systems is to offer justification, which

refers to describing why the user gets a specific recommendation rather than how that recom-
mendation was selected or how the system works [102, 110]. In some cases, justification may be
preferred over transparency as descriptions of the underlying recommendation technique may be
too complex or cannot be revealed to protect intellectual property [43, 102, 110]. We take inspiration
from this literature by examining whether offering examples can help with understanding and if
examples improve user acceptance of such tools.

The third key objective of interactive recommender systems is to improve controllability, or how
much the system supports users in fine-tuning their configurations. Controllability can compensate
for deficiencies in recommendation algorithms by incorporating user input and feedback to tailor
recommendations to users’ changing preferences [42]. Prior research has shown that in some
application domains, users appreciate being more actively involved in the process and in control
of their recommendations [22, 61, 81, 89, 105]. In the same vein, lower levels of user control
can negatively influence the perceived quality of recommendations [40]. On the other hand, too
many control interfaces can make user interfaces challenging to understand [5] and increase user
cognitive load [58]. We examine users’ perspectives on controllability in personal moderation tools
by comparing interfaces that offer different granularities of control.

In summary, we take a user-centered approach in this work to examine how the types of personal
moderation interfaces that commonly appear on mainstream social media platforms serve the
preceding objectives of transparency, justification, and controllability.

2.3 Responsibilities of Platforms and Lawmakers
With the dramatic migration of online discourse to social media platforms in recent years, questions
about how they structure social activity and the rights and obligations they have for the speech
they facilitate are becoming increasingly important [18, 70, 80, 108, 111]. In the United States,
Section 230 of the U.S. Communications Decency Act (CDA) protects intermediaries (including
online platforms) from liability for illegal content sharing by users while also protecting them
from liability when they do remove content that violates company policy [36]. This law reflects a
fundamental reluctance to constrain speech inside the U.S. Most countries in the European Union
and South America also do not hold platforms liable for their users’ illegal posts as long as they
comply with state requests to remove such posts [70].
In practice, however, nearly all platforms go beyond the legal requirements for removing inap-

propriate content, and user experience is shaped much more by platform policies than by legal
restrictions. Critiques about these policies often mirror longstanding debates about the character

Proc. ACM Hum.-Comput. Interact., Vol. 0, No. 0, Article 0. Publication date: 2023.



Personalizing Content Moderation on Social Media 0:9

of acceptable public discourse. Gillespie highlights examples of platform governance controversies
that reflect society’s broader public discourse concerns:

“which representations of sexuality are empowering and which are explicit, and according
to whose judgment; what is newsworthy and what is gruesome, and who draws the line;
how do we balance freedom of speech with the values of the community, with the safety
of individuals, with the aspirations of art, and with the wants of commerce” [32].

Gillespie argues that we should not leave the responsibility of resolving these fundamental
tensions of social and public life to platforms alone but instead govern collectively as citizens
[33]. Personal moderation tools empower end-users to specify their boundaries of acceptable
conversation. In contrast, if we rely on platforms alone to serve acceptable public discourse for
everyone, policies that enforce the most sanitized content, such as only what is appropriate for
underage audiences or the content that Silicon Valley workers find acceptable, may prevail. Such
policies may result in unnecessary censorship of otherwise contextually appropriate discourse [117].
Many legal and media scholars have theoretically examined the dynamics of free expression

online [8, 35, 67, 69]. However, there needs to be a more empirical understanding of how end
users perceive their role in content moderation systems and where they might draw the line for
themselves if given the option. Adding personal moderation complicates the role of platforms and
policymakers in striking a balance between regulating inappropriate posts and protecting free
speech, as platforms could leave up more borderline content and let users decide whether they want
to see it. However, this raises critical questions about the physical and emotional labor involved in
enacting moderation and the ethics of exploiting the unpaid work of end users to improve platform
offerings [24, 50, 88, 95, 116]. It also raises ethical questions about what speech users should get a
say in versus what speech platforms should be compelled to take down for all users. We leverage
our participants’ examination of a sample of personal moderation interfaces to induce them to
reflect on the questions of labor and the responsibilities of different stakeholders in this space.

3 METHOD
Our university’s IRB3 approved this study. Our study involved 24 semi-structured interviews
with active social media users. During the interviews, we used a technology probe [45]—in this
case, an interactive, toy social media feed that simulated how four personal moderation interfaces
would work—along with additional screenshots of existing tools to prompt each participant in
order to answer RQ2. Every participant interacted with the four interfaces. Additionally, we asked
participants questions about the contexts in which they could use these tools, the tradeoffs they
consider in using them, and their perspectives on the labor involved to answer RQ1 and RQ3. We
now describe the details of our study design.

3.1 Simulating Personal Content Moderation Interfaces
We began by systematically observing personal content moderation tools and interfaces on the
most popular social network platforms available in English.4 These platforms included Facebook,
Twitter, Instagram, and TikTok, among others. We created a new account or used our existing
account on each site and looked into its settings page to observe the options available for user-
enacted moderation. We also examined the options available through third-party moderation tools
like Gobo Social [10], Bodyguard [9], and Intel’s Bleep tool. Given our focus on personal content
moderation tools, we did not consider account-based settings such as muting and blocking accounts.

3We will disclose the University name after the peer review process is completed.
4We focused on the English language platforms with at least 100 million active users available on https://en.wikipedia.org/
wiki/List_of_social_platforms_with_at_least_100_million_active_users
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(a) Binary Toggle (b) Word Filter

(c) Intensity Slider

(d) Proportion Slider

Fig. 3. Implementations of four moderation interfaces used in our study. (a) Binary toxicity filters. (b) Word
filters. (c) Intensity sliders. and (d) Proportion sliders. These interfaces were inspired by personal moderation
tools commonly available on popular social media platforms.

We focused only on tools available to end users engaged in consuming content rather than on
community moderator tools, which often deploy more specialized automated moderation tools [50],
or content creator tools that moderate comments on their content [52]. Through these observations,
we concluded that the commonly deployed moderation interfaces included:

(1) Toggles. These tools offer a ‘yes/no’ choice so users can allow or avoid seeing potentially
undesirable content. For example, Twitter offers on its settings page a checkbox for “Display
media that may contain sensitive content”, and TikTok has a ‘Restricted mode’ that may be
turned on to restrict ‘inappropriate’ videos. Tumblr and Bluesky have toggles for different
categories of content, as well as a ‘blur’ or ‘warn’ option in addition to showing or hiding.

(2) Word filters. These tools let users configure a list of phrases; posts containing any of those
phrases are automatically removed or moved to a separate folder for human review. Word
filters are commonly available on most popular platforms for muting content on one’s feed,
including Twitter, TikTok, and Instagram.

(3) Sliders. These tools let users specify on a 3–5 point scale their desired thresholds for a given
concept over the posts they see. Instagram has a 3-point scale for ‘sensitivity’ but presents
options in a list with radio buttons (Fig. 5). Intel’s Bleep has 4-point sliders for a number of
categories. Most versions of sliders have levels according to proportion of moderation, but
Gobo Social’s levels are according to the intensity of the concept.
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We created a website to simulate a user’s experience viewing a news feed of comments on a social
media platform much like Twitter. Based on our observations of popular moderation interfaces
described above, we also built four moderation interfaces on this website that let users change their
personal moderation settings for each interface and observe a changed news feed. These interfaces
included a toggle for ‘toxicity’, a word filter, a 5-level slider for ‘toxicity’ that has levels labeled
according to intensity or degree of toxicity, and a 5-level slider for ‘toxicity’ that has levels labeled
according to proportion or amount of moderation; see Fig. 3 (a-d). We built and used these interfaces
as interview probes for eliciting user opinions on the design space of personal content moderation
tools. The intensity and proportion sliders were set to the default option of “no moderation.”

We focused on these interfaces because they afforded different levels of granularity, transparency,
and control in their design—themes we wanted to explore in our user study. The set of interfaces we
developed is not an exhaustive representation of the currently available moderation tools. Further,
some available tools, e.g., Intel’s Bleep or Tumblr’s labels, have a more detailed granularity of
moderation settings. We selected and built these interfaces to demonstrate to interviewees ways in
which the design of personal content moderation tools could vary. We also sought participants’
views on additional tools like Intel’s Bleep and Instagram’s sensitivity filters to aid this design
exploration further.

We implemented our interfaces for only text comments as labeled datasets for toxicity were more
readily available for textual rather than multimodal content. Still, text-only comments form the
bulk of content on many platforms. We also asked our participants’ views on multimodal personal
content moderation tools offered by Intel and Instagram.

3.1.1 Comment Curation. To curate comments for our simulation website, we began with a labeled
dataset of 107,620 comments from Twitter, Reddit, and 4chan [64]. We filtered for only the Twitter
comments because comments from other platforms were more difficult to understand out of context.
Moreover, these platforms’ thread structure differs from the Twitter-like feed we simulated in our
study. We used the following attributes available for each comment in this labeled dataset: (1)
its text; (2) whether the comment was profane, a threat, an identity attack, an insult, or sexual
harassment; and (3) five independent ratings for each comment on a five-point scale from 0-4
ranging from “Not at all toxic” to “Extremely toxic.”
Next, we filtered only those comments for which raters in the dataset had a consensus on the

toxicity levels. To achieve this, we excluded all comments where the difference between the highest
and lowest rating was greater than one point. Next, we calculated the average of the five toxicity
ratings for each comment and bucketed all comments into five windows of equidistant toxicity
averages. We call these buckets B1, B2, ..., B5, with B1 representing the bucket with the lowest
average toxicity and B5 the highest. From each bucket B2–B5, we selected a random sample of 20
comments.
All coauthors then manually reviewed these 80 comments and selected 5 comments from each

bucket that were comprehensible without additional context. We selected comments that, taken
together, represented topical diversity (e.g., cooking, food, sports, politics, celebrity news) and
diversity of inappropriate behaviors (e.g., profanity, threats, identity attacks, insults, sexual ha-
rassment). We achieved this through mutual discussions and clarifications. We also selected an
additional random sample of 30 comments from bucket B1.

3.1.2 Interface Implementation. We simulated our news feed to show 30 comments by default: 5
comments each from buckets B2–B5 and 10 from B1, randomly shuffled together. We implemented
each moderation interface as follows:
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(1) Binary toxicity toggle. By default, the toggle setting was turned off. When the toggle setting
was turned on, we removed comments from buckets B2-B5 and showed only the 30 comments
from bucket B1.

(2) Word filters. We excluded all comments matching the keywords configured by the user in
their word filters. We replaced the excluded comments with additional bucket B1 comments
to maintain the total number of comments at 30.

(3) Intensity slider. This slider removed progressively more toxic comments as the slider level
moved from ‘Mildly Toxic’ to ‘Very Toxic’. For example, when users moved the slider level
from ‘Nothing’ (default level) to ‘Very Toxic’, we removed five comments from bucket B5. We
replaced them with 5 randomly selected bucket B1 comments to maintain the total number
of comments at 30.

(4) Proportion slider. This slider’s implementation pre-classified each comment as non-toxic or
toxic, depending on whether the comment was in bucket B1 or not, respectively. When moved
to its immediate right, each slider level removed 5 randomly selected toxic comments from
the feed and replaced them with five bucket B1 comments.

Our website lets users choose one of these four moderation interfaces at a time. Once a new
interface is selected, the settings for all other interfaces are programmed to reset to their default
levels. For example, if a user set up a few keywords in word filters and then used the intensity slider
interface, our implementation would not filter out the keywords configured in word filters. This
setup resulted in the absence of interaction effects, which made it easier for users to understand
the operations of each new interface they used.

3.2 Participant Recruitment
We recruited interview participants for our study by advertising on social media platforms such
as Facebook, Twitter, and Reddit. Our calls for participation asked candidates to submit an online
form that helped us obtain relevant information about the candidates. This form included questions
about whether the participants used social media daily, which social media platforms they used,
whether they encountered toxic content on social media, and their demographic information. We
also included an open-ended question: “What is your perspective on how social media platforms
should deal with toxic content?”

Analyzing the responses to this form, we selected candidates who seemed to have some familiarity
with or be more likely to benefit from personal moderation tools, given their experiences, since our
focus was on how best to get insights about their use and potential improvements. We examined the
depth and clarity of users’ responses to our open-ended question and their previous encounters with
toxic content to guide our participant selection. We also oversampled individuals from marginalized
groups, such as Black and LGBT users, since such users are more likely to experience online harm
[91] and, therefore, could benefit from more advanced moderation tools. Further, we ensured that
our interview sample represented diverse ages, occupations, and countries. Table 2 shows a list of
the participants.

3.3 Data Collection
Our interviews lasted an average of 81.65 minutes (sd = 12.16 minutes, range: 60 - 94 minutes) and
were conducted over Zoom, recorded, and transcribed. Participants completed an informed consent
form before proceeding with the interview. We explicitly informed participants at the start that we
would record the interview to enable analysis and answer our research questions.

To understand the role of personal moderation tools in situated contexts, we first asked par-
ticipants about their general social media usage during the interview. Next, we asked whether
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# Age Gender Occupation Country
P1 27 Female Grad student USA
P2 24 Female Grad student USA
P3 23 Female Grad student USA
P4 31 Male Grad student USA
P5 34 Male Journalist UAE
P6 26 Male Grad student USA
P7 21 Female Student USA
P8 26 Female Grad student USA
P9 25 Male Grad student USA
P10 40 Female Stand-up Comedian India
P11 40 Male Angel Investor India
P12 56 Male Editor India
P13 23 Female Engineer USA
P14 44 Male Applications Manager The Netherlands
P15 48 Male Documentation Specialist Belgium
P16 34 Male Civil Engineer UK
P17 26 Male Journalist UK
P18 29 Female Physical Therapist USA
P19 39 Male Psychologist Canada
P20 33 Male Director of Content & Marketing USA
P21 23 Male Student Australia
P22 36 Trans male Mechanical Engineer UK
P23 33 Male Software Engineer USA
P24 24 Female Student USA

Table 2. Demographic details of participants with whom we conducted semi-structured interviews for this
study.

they encountered offensive content on their news feed, what action they took in such cases, and
what happened as a result. Next, we briefly reviewed the goals of our session and requested a
screen-share before asking them to use our website. We explained that our purpose was not to
create a new social network site but to use our simulation of different interfaces as probes to
elicit their perceptions of using different personal content moderation tools. We requested that
participants “think-aloud” [68, 109] as they tried different interfaces, expressing their likes, dislikes,
and confusion and describing additional features they would like to have.

During these sessions, participants frequently toggled between news feeds and the settings page
under each interface to observe how changes to settings altered their feeds. We asked participants
to reflect on how they would configure different interfaces if they used them to moderate their
news feeds. We clarified to the participants that their configurations would affect only the content
on their news feed, not other users’ feeds. In these interviews, we avoided explaining what the
different interfaces did without solicitation but explained their purpose and functions when asked.
This strategy let us understand the differences between participants’ understanding and the actual
function of interfaces when such differences existed.

For our intensity slider, we created an additional interface that, for each level, showed examples
of comments that would be removed at that level (Fig. 4). We asked participants to comment on
whether these examples influenced their perceptions of this interface.

In addition to our interface implementations, we showed participants screenshots of categorical
toxicity sliders implemented by Intel (Fig. 1) and asked them for their thoughts on it. We also sought
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Fig. 4. Intensity slider with examples of comments that would be additionally removed when toggling to
each level.

Fig. 5. Screenshot of sensitive content control settings implemented by Instagram.

feedback on the sensitive content control settings implemented by Instagram (Fig. 5) since this is a
deployed variation of the sliders we implemented on our website. We encouraged participants to
compare and contrast different interfaces based on their efficacy, explainability, and flexibility.

Immediately following this hands-on session, where participants configured different moderation
interfaces, we asked them about their views on the labor involved in setting up such configura-
tions and the role that platforms and policymakers should play in ensuring appropriate content
curation. Finally, we asked participants for their demographic information. After the interview, we
compensated each participant with a $20 Amazon gift card (or an equivalent amount for foreign
countries).

3.4 Analysis
We began our analysis by reading the interview transcripts and familiarizing ourselves with the
data. Next, we applied interpretive qualitative analysis to all interview transcripts [77]. We uploaded
all transcripts to a dedicated project in Dedoose,5 a cross-platform app for analyzing qualitative
research. Then, we conducted “open coding” [15] on a line-by-line basis so that codes stayed close
to the data. Through this coding, we categorized segments and created codes that summarized

5https://www.dedoose.com
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and accounted for each piece of data in concise terms. Examples of codes in this stage included
“Desiring attack notifications” and “Seeing offensive content.”

Next, we performed multiple iterative rounds of coding and memo writing. During this process,
we continually compared our codes to their associated data. To do so, we paid close attention to the
dilemmas and tradeoffs that emerged in shaping user preferences, e.g., desiring more control over
moderation tools versus exerting more configuration labor. Our memo writing helped us remain
open to emerging themes and deepen our reflections. The authors discussed the codes, memos, and
emerging concepts throughout our analysis each week. We contacted some participants to clarify
their responses during the analysis stage further.
After the first round of coding, which stayed close to the text, our next round was at a higher

level. It resulted in codes such as “Appreciating the ability to fine-tune” and “Labor involved in
setting category-based filters.” Through the following rounds, we combined and distilled our codes
into key themes we next present as our findings.

3.5 Positionality Statement
As researchers working in the sensitive space of understanding online harm and imagining interven-
tions that may help address it, we briefly reflect on our position on this topic. All the authors of this
paper feel deeply concerned that online harm is a persistent social problem that disproportionately
affects marginalized and vulnerable people [25]. Some authors also come from marginalized groups
and are survivors of harm. Our prior research on online harassment has helped us understand
the inherent limitations of traditional, platform-wide moderation mechanisms; this, in turn, has
shaped our desire to look for alternative approaches. At the same time, we are also concerned with
threats to free speech that overly restrictive and globally enacted moderation solutions pose. In
examining and improving the design of personal content moderation tools, we seek to empower
users, especially from marginalized groups, to participate in online discourse freely, safely, and on
their terms.

4 FINDINGS
We begin by describing in Sec. 4.1 how participants react to experiencing online harms differently,
emphasizing the trade-off they face between mitigating harms and missing out on valuable content
(RQ 1). Sec. 4.2 details the challenges in using personal content moderation tools that participants
identified in our interviews (RQ 2). This subsection offers insights from participants’ direct en-
gagement with interview probes, including our toy website and screenshots of existing personal
content moderation tools. Finally, Sec. 4.3 and 4.4 present participants’ perspectives on the labor
involved in moderation configurations and how platforms and lawmakers could better serve them,
respectively (RQ 3).

4.1 Reacting to Online Harms and Concerns about Missing Out on Valuable Content
Our participants reported a wide range of harms they encountered on social media sites. They
experienced harmful content not just on their news feed, but also in comments to their posts, direct
messages, and profile pictures. They expressed varying responses to such harms and discussed
the intention to stay online despite them. Participants also reflected on the trade-offs between
mitigating harmful content and missing out on valuable content. We now detail these reflections.

4.1.1 Responding to Online Harm. Participants’ responses to experiencing online harm vary de-
pending on their interpretations of online interactions and the tools made available on specific
sites. These responses included using the available moderation mechanisms, ignoring online harms,
and quitting social media.
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Our participants showed sufficient literacy of personal moderation affordances available on
different platforms. Their mental models of what mechanisms such as blocking, muting, and
reporting accomplish were aligned with the understanding of authors, who are content moderation
experts. Many participants deployed mechanisms including reporting or muting offensive posts
and reporting, blocking, unfollowing, or muting perpetrator accounts. Participants noted that they
needed to engage in such actions to protect their mental health. For example, P20 began “hiding”
content he deemed not good for his mental health to avoid repeated exposure. However, in line
with prior research [53, 63], many participants noted unsatisfactory experiences with such actions,
especially with reporting inappropriate content.

Some participants preferred not to use any of themoderationmechanisms offered by the platforms.
For example, P7, P21, and P22 preferred to ignore and disengage with harmful content. P21 described
his reasoning for this behavior as follows:

“If one person’s being racist, there is probably a lot of other people also doing that, and
there’s not much of a point for me sifting through every single comment and reporting it.
Usually when I see that kind of thing, I just call it [a day] and go do something else.” – P21

On the other end, several participants stopped using social media sites altogether due to experi-
encing harmful content. Both P18 and P22 stopped using Twitter after seeing too much harmful
content. P22 used to rely on social media sites to get his news, but due to the negativity on these sites,
he turned to view news outside social media. These reactions suggest that efficient, user-friendly
personal content moderation tools could benefit some users by letting them address online harms
and continue engaging in online discourse.

4.1.2 Concerns around Personally Moderated Content. Participants worried about what they might
miss if they used any of the interfaces they sampled to censor content for themselves. For example,
P24 felt that her social media feeds were already “too much of an echo chamber” and that using
content moderation tools would “over-censor” what she sees. P14 reflected on his “fear of missing
out” (FOMO), arguing that he worried more about missing important content than encountering
toxic posts. Many participants did not want to shelter themselves on an online platform from the
harsh realities of offline life. P24 appreciated when Instagram flagged sensitive content, like images
or videos of severely underweight people, but did not stop users from seeing it. P11 reported that
his social network news feeds once served up a video of a beheading. He was troubled by it but
would not want even such gory content to be filtered out:

“If you go to a party and somebody is talking about that beheading that has happened, I
will get exposed to it. It’s not like I can cut out those conversations offline.” - P11

Some participants also hesitated to suppress inappropriate posts because they desired to remain
informed and take appropriate actions in response to such posts. For example, P10, who received
rape threats, emphasized the importance of not suppressing threatening posts that could serve
as warning signs for impending offline harm. P3 noted that if any account she followed began
posting misogynistic content, she would want to know about it and take actions such as unfollowing
that account or reconsidering how she related to that person. P1 did not mind seeing emotionally
volatile posts, even if they were offensive, because she “wanted to know the reality, like what people
are angry about and if there is anything I can do to help them.” Three participants felt strongly
about their responsibility to keep online spaces safer for everyone by observing and then flagging
inappropriate content. Further, many of our participants were apprehensive about the ability of
machine learning-based moderation systems to effectively moderate and therefore preferred the
option of minimal or no filtering.
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4.1.3 Inclination to Remain Open-minded. Participants also reflected on the balance between
avoiding online harms and remaining open-minded. Everyone agreed that egregiously inappropriate
content, such as calls to violence or malicious disinformation, went beyond the limits of free speech
and should be taken down for everyone. P11 argued that free speech rights came second to local
jurisdiction and that any posts that violated local laws should be removed. Beyond that, many
interviewees felt that platforms should respect the users’ First Amendment rights and allow
everyone to speak freely. As we will discuss further in Section 5.1, this is a misunderstanding of
First Amendment rights since platforms are not arms of the government but private entities that
are free to censor anyone they like [31, 60].

Participants described their desire to remain open-minded when consuming social media content
in the context of personal content moderation tools. Some argued that personal content moderation
controls should not exist because everyone should be more open-minded. Overall, participants
recognized the difference between their actions to hide a post via personal content moderation vs.
a platform’s removal of that post for everyone. For instance, P14 did not consider his hiding a post
as censorship since others could still see that post.

4.2 Understanding and Engaging with Personal Content Moderation Tools
Our participants were keen to interact with the various personal content moderation tools we
presented to them through our toy website. They also expressed how these tools could address
their moderation challenges and improve their social media experience. Many participants were
especially excited about the more granular moderation available through Intel’s Bleep interface.
Since prior research [55] has documented the need for such tools, we focus here on the nuances of
where users see room for improvements in their design.

Our participants reported encountering challenges when engaging with personal content moder-
ation settings. First, they regretted that the terms used to ground various elements of the personal
moderation interfaces were often not precisely defined. Second, they felt that the systems’ failure
to account for critical environmental contexts and offer appropriate levels of granularity hindered
their ability to configure aspects of personal content moderation to their liking. Finally, participants
reflected on the systems’ use of examples to offer explanations and instill transparency. We detail
these findings below.

4.2.1 Defining the Terms and Criteria. We found that participants needed to build a mental model
around how the platform carries out personal content moderation before they could more com-
fortably and deeply engage with moderation settings. While the mental model of how word filters
operated—comments containing the configured keywords would be automatically blocked—was
generally clear to users, they had more trouble forming mental pictures for the slider and category-
based settings. For these settings, platforms present the moderation system as an automated tool
that categorizes content into high-level groups such as “hateful speech” or “sensitive content.” These
groups are described by the displayed label and some short text descriptions to direct configuration
changes (e.g., “Feel free to fine tune” used by Intel, see Fig. 1). In such cases, users often desired
greater transparency and clarity about the criteria that define these categories.
Ambiguous Definitions. When personal content moderation settings were presented as a

categorization of content, either by type (e.g., “sexism,” “racism”) or along a scale (e.g., “very toxic,”
“somewhat toxic,” or “A little moderation”, “Some moderation”), participants often wanted to dig
deeper into the definitions of these terms. They found the term toxicity, used in our slider-based
interfaces, to be especially ambiguous and subjective. For example, P16 commented, “I can see it
working in a black or white manner, but the idea of toxicity—that’s very subjective!” P7 noted that
due to the variability of community norms and topics of interest, “one thing that can incite hate
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among one community [can be] kind of benign to another,” so it can be challenging to understand
the platform’s criteria. P22 also noted that different people use language differently, so it may be
undesirable if linguistic characteristics, such as the presence of swear words, were used as criteria
for toxicity.
Participants also observed this perceived ambiguity of meanings in other interface elements.

When examining the Intel category-based filters, both P2 and P7 could not understand how the
system defined category groups like “name-calling” despite their brief text descriptions in the
interface since they found them imprecise. Participants noted that depending on the system’s
definition and criteria of such terms, they might not consider some instances of name-calling as
harmful or offensive, which would guide their configuration actions. However, the lack of clarity
in descriptions of relevant terms interfered with their sensemaking.
Besides the confusion around the meanings of terms like “toxicity” and “name-calling,” partici-

pants also reported challenges in understanding what distinctions existed for the levels offered on
slider scales (“What is in each level?”). For example, P22 expressed confusion around the classifica-
tion process for levels on a slider control. It was important for participants to understand what each
level meant in more concrete terms than the interface presented to determine whether this type of
control was relevant to their moderation goals. Responding to a question about whether there was
any additional information that could help him select a level on a slider interface, P22 responded:

“I mean, kind of, describe how it selects, how it is actually working! [Pointing to a comment]
Because thinking about this one—they direct insulted someone. Well, that’s pretty rude!
[Changing settings and pointing to another comment on the changed news feed] But yeah,
that one is calling someone a dumbass as well, so I do not know why this one is seen as
worse than that one.” - P22

Evolving Definitions. Participants also pointed out that meanings of words and criteria used
to define categories can evolve, so a static definition (such as toxicity) may need to be updated.
When discussing the definition of aggression in one of the moderation interfaces we showed, P19
commented:

“You know, something like aggression, you can define aggression on an algorithm. But
ableism, you know, [and] LGBTQ discrimination—those are constantly evolving concepts
and ideas based on social parameters. And so, having a scale...it will be obsolete the moment
it is rolled out. And it will be based on ideology, rather than actual concepts.” - P19

Lack of Transparency about Relevant Moderation Criteria. Participants were curious about
the factors that moderation systems incorporate in their decision-making and how they resolve
conflicting or competing preferences. For example, P5 wanted to know what is included in the
input to the algorithms that determine toxicity, asking: “How [is] extreme toxicity [determined]? Is
this one classified depending on a word, or an expression, or the entire tweet itself? The sentiment of the
tweet itself?” Three participants assumed toxicity was determined based on the language used and
described instances where it is inappropriate to operationalize toxicity based on the presence of
certain words. For example, P19 felt, “What makes something toxic isn’t so much the word choices, but
rather the emotion behind which drives the word choice.” Regarding interactions between overlapping
criteria, as in the Intel moderation interface, P3 desired more clarity in scenarios where two topical
filters may be in effect simultaneously:

“I think there’s overlap in some of these categories. And so if I don’t mind seeing name
calling generally, but maybe I don’t want to see anything having to do with misogyny,
but there’s going to be some overlap between those two categories. And then do I not see
stuff? Or do I always see stuff? That is confusing to me. How are you to sort out aggression
versus name-calling?” - P3
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4.2.2 Failure to Account for Environmental Context. Participants noted that many personal moder-
ation systems did not or could not account for relevant context when moderating content, yet their
desired moderation outcomes were often context-dependent.
Rigidity in Word Filters. In the preceding sections, we noted that participants found word

filters easy to form a mental model around. However, their effects on news feeds were often
undesirable in practice due to their inability to account for context. P21 gave an example of how this
fluidity of word meanings could be a challenge when moderating news feeds in different cultural
communities:

“I think a lot of these words that have been used depend on the context, like ‘c*nt.’ So, I’m
in Australia, we say that all the time and usually it’s not a bad thing.” - P21

This lack of ability to account for environmental context can affect not just neighborhood
communities but also far-flung communities defined by shared subcultures or social concerns.

“You can say the exact same sentence but in one context, it is body shaming and in another
context it is a compliment for somebody.” - P15

Accommodating Use of Reclaimed Slurs. Concerns about the context also arose for minority
communities who reclaimed slurs to fight against historical oppression. For example, some partici-
pants speculated that the “n-word toggle” from Intel’s category-based filters could be problematic
for African-American communities that do not object to its use in in-group conversations. While
they may wish to apply such a filter to content outside the community, an across-the-board filter
that does not account for the poster’s identity would also censor well-meaning conversations inside
their community. Word filters enact a similarly crude moderation, where the only criterion for
comment removal is the presence of any configured keyword regardless of other factors.
Insufficient incorporation of relevant context was also cited as a shortcoming of slider-based

tools. P2 gave two examples of how inappropriate design of moderation tools can harm rather than
help specific communities when commenting on the body shaming and name-calling categories of
the Intel slider:

“The fat community is really moving forward with fat empowerment, and you don’t want
to shut down their posts because they’re talking about fatness in positive manner.” - P2
“A straight person can call a gay person a twink and that’s like derogatory. But like if a
gay person calls another gay person that, that might not be derogatory. One of my best
friends is trans and they’ll use that term all the time when we’re referring to their friends,
that’s just like how they talk about their friends.” - P2

In summary, when user moderation needs depend on environmental context, engaging with
personal moderation systems that cannot account for such context or do not allow specifying
context as part of the setting can be frustrating.

4.2.3 Granularity of Control. Another issue participants noted was that the granularity of control
offered by various personal content moderation tools was often inappropriate. This problem was
reflected not only in a lack of higher granularity but also through systems offering control over
aspects that did not match the users’ moderation goals.

Slider-based Controls. Some participants desired a higher granularity of control when interact-
ing with personal moderation tools. After using a simple toggle to control toxicity moderation, P4
and P17 felt that the moderation seemed too extreme when turned on, leaving the content “way too
overly positive.” Most participants appreciated the increased degrees of freedom that sliders and
category-based controls offered compared to a binary setting. For example, P2 and P11 appreciated
the ability to adjust moderation levels across specific categories using Intel filters, noting that these
sliders accommodated users with different levels of acceptance for each category. P21 called sliders
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a good solution “because you can kind of fine-tune it” but wished for even greater granularity,
suggesting using a continuous, rather than a discrete, slider.
However, optimal granularity is not achieved simply by increasing the degrees of freedom in

all cases. Some participants noted that adequate visibility into the behavior of moderation tools
was a prerequisite to determining how much control was practicably achievable or even desirable.
When differences between settings were not easily interpretable, participants saw little benefit in
extra granularity. For example, when asked about the number of levels appropriate for the category
slider, one participant noted:

“When I was looking at the five-level slider, there wasn’t a huge difference between 1 and
2, and there wasn’t a huge difference between 4 and 5. I would think you might be able to
make that just a three level slider and not have a huge difference.” - P22

P1, P5, and P6 reported similar concerns for sliders with examples, noting that examples alone
often did not provide enough information to infer what was being controlled at the different levels
of the sliders. How we designed our toy platform can possibly partially explain our participants’
inference of the lack of differences between adjacent levels. However, these responses suggest an
essential guideline for any platform to consider when building slider-based moderation tools—they
should strike an optimal balance between providing the right granularity and adequate transparency
into the differences between various levels created at that granularity. P7 commented on the gap
between system designers’ tendency to simplify moderation settings into levels and the challenge
of providing more in-depth, but also complex, control over personal moderation:

“It is sort of a web designer’s idea of user-friendly in the sense of streamlining everything
and putting it on the back-end, but I do not think that is necessarily the same as actually
giving users, the client, the levels of choice that they might want, you know? I think,
actually, in some ways, a more complex system that doesn’t use sort of vague terms like
toxicity levels will probably be better in some ways.” - P7

Word Filters. Issues with granularity also arise with word filters, where including or excluding
a single word is a fixed binary choice. For example, when word filters are used to moderate swear
words, they can present a granularity of control that is too high, exposing users to details that
they may not want to face. P9 noted that it can be hard to “pre-specify” what type of content he
might be uncomfortable with: “You know, you might just not be aware of what you do not want,
what’s going to bother you.” Even when participants had specific moderation goals in mind, they
lamented that it can be “a lot of work to think of every possible word that might be offensive” (P24)
and that “it would be nice to get assistance on covering variants like slight changes in spelling” (P12).
P22 additionally noted that it would not be challenging for bad actors to get around word filters
unless the filters had sufficient coverage:

“I can invent 20, 30 ways to say that word that you just blocked. [People] can write really,
really ugly things avoiding any of the words.” - P22

Configuring personal moderation at aword-level granularity also forced users to confront harmful
content uncomfortably. For example, P24 noted that “I feel, like, very uncomfortable writing...the
n-word.”

4.2.4 Leveraging Examples to Instill Transparency and Control. Throughout our interviews, we
found the prominent use of example comments to make sense of and control the process of
configuring personal moderation.
Using Examples to Align Mental Models.Many participants found examples to be a good

way to build their mental models about moderation controls, especially when text explanations
of relevant terms were missing. For example, P3 and P16 found it challenging to understand
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the specific meanings of various toxicity levels in intensity filters. However, examples helped
them understand the types of comments that each level excludes. P6 additionally expressed that
examples not only helped understand moderation tools but could ease their taking of configuration
actions—“to understand, okay, this is what I have to do!”
In addition to providing the necessary grounding to contextualize their mental model, partici-

pants noted that examples offered an excellent opportunity to identify when their mental model
mismatched the actual behaviors of the moderation system. Some participants reflected on the
potential problems with using real examples of offensive or toxic content. For example, P7 noted:

“It might be a little bit more helpful to show the criteria instead of the examples that would
be filtered out because with examples, you have to see the things that you didn’t want to
see.”

Using Examples as a Form of Control. Examples provided a rich amount of information
about the behavior of the moderation tools. As a result, many participants expressed a desire to
use examples not just as a passive tool to provide transparency but as a direct means of control.
For example, P13 foresaw the possibility of using manually written examples to define moderation
goals directly or through training models based on labeling existing examples.

“One [way to use examples] is to have me type out an example of something, which I think
would be kind of an unpleasant activity and also difficult to imagine right off the top of
my head ... The other thing could be, as I scrolled through my timeline, as I encountered
pieces of toxic content ... I could put it in these [undesirable] categories.” - P13

Using Examples as Feedback for Control. In addition to understanding or controlling personal
moderation, users relied on real examples to get feedback on their personal moderation settings. In
this case, they utilized changes to their feed as examples rather than the examples presented by the
system. We observed several participants switching between settings and news feed pages to verify
that their configuration of the personal moderation tool achieved their desired goals.

“I think, to me, what’s really interesting is that this post gets filtered out immediately
when you change the moderation setting. I don’t understand why it’s getting filtered out.
So I think... Let me fiddle with it some more.” - P2

Indeed, applying and testing out interactive control over moderation became a way for users to
form more accurate mental models over personal moderation systems iteratively. However, this
kind of feedback can be labor intensive:

“The more effort I invest into something, like the more time I spend, for example, in curating
my Twitter feed, the more irritated I get when I get things on my feed that I didn’t want.” -
P2

We discuss these labor aspects in the next section.

4.3 Labor Involved in Configuring Moderation Systems
Many participants showed a keen awareness of the extent of labor involved in setting up and
maintaining moderation configurations. P2 and P3 described this as a trade-off between the extent
of agency they have over curating their social media feeds and the labor they must exert to configure
moderation filters. Participants wanted to see improvements to their news feeds in proportion
to the effort and time involved in setting up the corresponding configuration. For example, some
participants felt frustrated with having the option of multiple levels in the sliders in our study
because they kept seeing what they deemed inappropriate comments despite moving between
different levels.
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A few participants saw setting up moderation configurations as an additional burden they were
unwilling to take on. For example, P23 said:

“I think I am a typical user - I’m probably using my phone at a time I’m really tired, I
come back from work—I don’t really care, and so if you ask me to customize to that level,
my laziness would come out and I’d be like ‘Nope I don’t want to click so much.’ ” - P23

Similarly, P18 preferred category-based filters over word filters because she used social media
to “decompress” during her lunch breaks and did not have time to configure the inappropriate
keywords worth blocking in word filters.

“If I have to go on there, and I feel like I’m designing or customizing or engineering and
I’m doing this for free. . . no I don’t want to do this, this is supposed to be fun!” - P18

P21 felt that configuring topical category-based filters was onerous. He instead suggested a
design with a main toxicity slider, where users could additionally search for and configure specific
topic-based filters. P18 argued that configuring any of the interfaces we showed him would require
his full attention; he found these configurations more demanding than other moderation actions,
such as flagging a post or blocking a user. However, he also felt that such configurations would
rarely need updating once set up.

Participants also considered the monetary value of labor involved in setting moderation configu-
rations. P2 and P3 pointed out that in enacting moderation configurations, users produce valuable
training data for the complex algorithmic systems platforms use and should therefore receive some
compensation.

Some participants wished platforms would design ways to reduce the labor involved in modera-
tion configurations. For example, P3 wanted word filters to have the ability to quickly configure
entire groups of pre-configured keywords representing offensive categories such as sexism or
homophobia. She also wanted to see which keywords her friends added to get ideas about the
keywords to configure for her account. P1 wanted slider interfaces to indicate how the news feed
changes in response to settings changes to reduce the work of going back and forth between the
tool and the feed to observe what has changed.

4.4 Distribution of Responsibility
As a follow-up to our participants expressing their views about the different personal moderation
tools, we asked them about their perspectives on the obligation of configuring such tools. Specifically,
we asked for their opinions on how the responsibility for appropriate content curation should be
distributed between the platform and the end users.

In response to this line of inquiry, most participants argued that platforms should, at a minimum,
remove the most egregious content posted on the site. For example, P12 and P21 noted that many
user groups, such as children or technically illiterate users, may be unable to set up their personal
moderation preferences. Therefore, platforms are responsible for ensuring appropriate content
delivery by default. P15 and P19 felt that given the secretive nature of content curation that
platforms use, they have a social and moral obligation to remove inappropriate comments. P8 said
platforms should not allow social unrest, like the January 6 Capitol attack, to be instigated on their
site because it violates their policies.

“They should make sure that people stick to how Instagram and other sites originally
intended users to share content. But like, if they’re using it to incite people, to rile them up
purposefully, or to just like using the platform in ways that are harmful, that is going to
cause real harm. That becomes the responsibility of the platform. Because these people are
like, you know, not using what they built properly.” - P8
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In the same vein, P2 argued that platforms should consider the ongoing misinformation and hate
speech trends and ensure that such content is regulated by default, regardless of users’ personal
configurations:

“I think that there are some things like public health misinformation that should just be
automatically turned on. Like during COVID, there were a lot of hate crimes towards
Asian people. I think platforms, especially large platforms, they know what’s going on in
the news cycle. They can curate certain moderation categories that are just automatically
turned on because they know that misinformation’s more likely to be higher in these
spaces.” - P2

While participants wanted platforms to implement basic site-wide moderation that maintains
community integrity and safety, they also wanted access to personal moderation tools to curate
their individual experiences. For example, P6 and P9 noted that personal moderation tools would
empower end users by giving them more control over what they see. P17 pointed out that the more
specificity personal moderation tools allow users to dictate, the more helpful they would be. P22
considered it in platforms’ interest to offer personal moderation tools because such tools let users
shape their curation preferences while ensuring that platforms do not suffer any accusations of
censorship.
We observed that many participants were willing to spend time and effort configuring their

personal preferences for moderation. This readiness is likely because participants recognized that
their personal preferences for content curation were niche and could not be captured by site-
wide content curation systems. Some participants noted that platforms’ site-wide policies and
practices were often created in the context of Western culture and might not address the content
curation needs of individuals in other cultures. This finding is in line with prior research showing
that other moderation policies and mechanisms also often fail to account for localized contexts
[50, 84, 103, 115]. Participants, therefore, considered it vital that personal moderation tools be
offered so users can shape their own individualized, culture-aware preferences.

“I think it’s a combination of both platforms and users [that should decide content curation]
because otherwise the thing on the platform typically again is that it’s going to be a team
of majority white guys in some corner of the world deciding how an Indian boy is going to
get his content.” - P10

While control over content curation is highly valued, most participants admitted that there
should be restrictions on how personal moderation can shape their news feed. For example, there
was a consensus that content that is politically neutral and beneficial for society, such as news
of missing children or health information, should always be allowed, regardless of participants’
personal moderation preferences.
Interestingly, many participants reported a lack of trust in platforms’ motives, a sentiment

primarily shaped by reading news reports about how company leaders have handled misinformation
and online abuse. This loss of trust pushed some participants to seek out and rely on third-party
moderation tools, especially those developed by universities or non-profit companies that are more
positively perceived.

Many participants considered that in addition to platforms, end users, and third-party developers,
lawmakers also have a role in ensuring appropriate news feeds. P15 thought governments must
understand platforms’ algorithms to process users’ content. P14 and P21 feared that government
intervention would increase bureaucracy and politically motivated censorship; they both proposed
that a body of lawmakers from different countries be instituted to govern platforms. P21 said:

“Platforms need to be governed in the same way you would govern a sovereign nation,
because they’re almost an extension of our society, they’re no longer just like a service
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that we use. I don’t really trust the corporate structure to be able to police that system,
just because they don’t have that sort of incentive.” - P21

5 DISCUSSION
5.1 Addressing Harms while Still Enabling Freedom of Speech
5.1.1 Effectively Mitigating Potential Harms. Our analysis shows that individuals have different
preferences regarding encountering offensive speech on social media. This observation is in line
with prior research, which shows that while viewing extremist content on social media can be psy-
chologically distressing for most, it is not experienced as harmful by everyone. Some even consider
it an awareness-inducing experience that makes them feel better [97, 99]. Since users have varying
moderation needs in response to the same content, platforms must prioritize the development of
more advanced personal moderation solutions to facilitate individualized experiences and educate
users about their utility.

Our participants’ desire for such tools supports this call to action. As our participant responses
show, currently offeredmoderation tools can be vastly improved by introducing search and analytics
features that support easier configuration and selection. Prior research on moderation tools for
content creators [52, 73] and moderators [13, 50] offers blueprints for designing and improving
personal content moderation tools. For example, in line with the templates offered by FilterBuddy
[52], category-based filters of the kind featured by Intel could be improved by configuring additional,
carefully curated, culture-aware categories in partnership with trusted individuals or experts and
allowing users to search for and select them. Thus, personal content moderation tools could address
the challenge of incorporating cultural context in moderation, as highlighted by prior research
[84, 103, 115]. We found that online harms are not limited to news feeds but can also occur in
direct messages and user profiles (Sec. 4.1). Therefore, platforms must consider designing personal
moderation tools that let users control their experience beyond news feeds. In fact, our analysis
suggests that some users may prefer to use these tools to tune their search results but not their
news feeds.
As our findings show, the fear of missing out (FOMO) makes users wary of over-moderating

in response to harm. Thus, the challenge is to develop context-aware moderation solutions that
understand users’ values and safety requirements and then balance the competing needs. One
analysis suggests that besides content removals, another promising approach is deploying content
labels, such as fact-checks [118], interstitial warnings [14], or content sensitivity alerts, which can
serve as reasonable middle-ground solutions to address users’ complex needs [78].

5.1.2 Impact on Freedom of Speech. Personal moderation tools allow end users to control only
what they see and do not restrict others’ freedom of speech. In a few cases, participants muddied
this distinction. Indeed, the broader use of these tools could increase free speech on platforms,
as platforms may be more willing to leave borderline content up if users had an easy way to
set personal preferences. Therefore, adding our voice to previous calls for educating users about
moderation policies and related laws [49, 98], we recommend that users be informed about the
possibility and bounds of personal moderation tools.

In some cases where participants spoke about “free speech,” they objected to other users having
the option to reduce their view of that content, i.e., they think everybody should be more open-
minded. This discursive production of free speech as an argument against personal moderation
tools expresses a moral position. It dictates the value of not shutting down certain viewpoints, but
also, more crucially, requiring everyone else to do the same. This perspective suggests that even
introducing optional personal moderation tools might engender some resistance.
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A separate moral issue that specifically comes up in the case of slider controls is people’s concerns
with personal moderation controls that lets one seemore of something offensive or harmful. Indeed,
much of the outrage expressed online over Intel’s Bleep tool focused on the fact that one could
say they wanted the maximum level of some objectionable content. However, we note that this
is relative, with default placement potentially having a major impact on perception. In addition,
framing what the slider accomplishes and the resulting slider labels for levels may also shift user
opinion. Such framing may have been why Intel’s sliders got significant pushback while a similar
category-based 5-level slider feature on Twitch6 for moderating chat messages in a Twitch stream
did not. In the Intel case, one could specify, for instance, that they wanted “most” or “all” instances
of aggression. In contrast, in the Twitch tool, the slider is flipped so that one can specify that they
wanted “more” or “maximum” filtering out of aggression.

5.2 Informing Mental Models of Personal Content Moderation and Improving Controls
5.2.1 Clearer Definitions of Harm Categories. Our analyses show a crucial need for platforms
offering personal content moderation tools to clearly and effectively communicate the meanings of
their interface elements so that users can form accurate mental models of the type of moderation
afforded and the degree of control they have. As we heard from participants, the use of generic,
broadly defined keywords, such as ‘toxicity,’ ‘moderation,’ and ‘name-calling,’ raises questions in
users’ minds about whether their definitions aligned with those of the platform. Based on participant
input, we suggest that platforms address this problem by offering more detailed transparency [94]
into how they define and operationalize the moderation around abstract terms. For instance, if a
platform decides to provide controls onmoderating toxicity, they should offer additional information,
like their working definition of toxicity and examples of what they consider toxic. In the same
vein, when designing sliders that categorize content by type (e.g., “sexism”, “racism”) or along a
scale (e.g., “very toxic,” “somewhat toxic”), detailed information about what each category includes
and how each level differs from others would be valuable. Further, when social or cultural trends
necessitate updates in the system’s operationalization of general moderation-related terms like
toxicity, they should be communicated to the end users.
Of course, making definitions more grounded can be a fraught process since platforms would

open themselves up to criticism from various individuals and communities who may have different
expectations for what should be moderated. As Kumar et al. show, individuals frequently disagree
on whether a comment is toxic and which subcategory (e.g., a threat versus an insult) a comment
belongs to [64]. Platforms usually hide the massive machinery of content moderation to maintain
a veneer of neutrality [83]. However, this secrecy ultimately works against them as it leads to
suspicions that platforms are biased [114]. We argue that it is better to provide an imperfect but
transparent moderation tool and hash out policy debates in the public than to provide a system
that is opaque and unusable only to avoid controversy.

5.2.2 Transparency around the Algorithms Behind Controls. We found that in addition to definitions,
users also desire more information about the inner logic and inputs to algorithms behind personal
moderation tools. However, platforms usually keep this information opaque by claiming a need
to protect their intellectual property [33, 98]. This information is necessary for users to avoid
violating their expectations, which may contribute to a loss of trust [59]. Prior research has argued
that instead of seamless interfaces, designing certain seams into an algorithmic system can affect
users’ understanding of that system and their interactions with it [12, 27, 54]. Thus, designers
can experiment with building carefully designed seams, such as the main determining factors for

6https://help.twitch.tv/s/article/how-to-use-automod?language=en_US
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moderation decisions, that expose more about algorithms behind personal moderation tools and
examine users’ responses.
While our findings show that offering visibility into moderation processes is crucial, this may

require an overhaul of how personal moderation tools currently work behind the scenes. The
internal logic of algorithms driving these tools is unknown, but their primary goal likely is to
maximize toxicity classification accuracy, and they do not prioritize explainability. In the transition
to making systems more interpretable, personal moderation tools would inevitably need to be more
accountable. Prior research on related moderation mechanisms such as post-removals, flagging
systems, and appeal procedures against moderation decisions have also called for platforms to be
more accountable [17, 63, 106, 107, 114]. We add to these calls and offer specific recommendations
for personal moderation tools. We suggest that designers alter the underlying algorithms at work
so that their outputs are more understandable to the end user and in line with the definitional
information provided by them to the greatest possible extent.

We found that participants often hypothesized about how personal moderation systems operated,
forming their own (often inaccurate) folk theories [19, 54] about our simulated systems. Our
analysis shows that inaccurate folk theories can lead to confusion and potential disappointment
with personal moderation tools. While the full details of their inner logic may be too complex to be
helpful to lay users, these tools do not even offer any justification [102, 110] for their moderation
decisions by surfacing the key determining factors. Although the field of explainable models and
AI is still emerging [2, 6], more can be done to provide details about the conventional aspects of
systems. For example, platforms could clarify how moderation tools’ overlapping settings interact,
disclose whether systems are primarily rule-based or model-based, and reveal the criteria used
during the training and evaluation of any models involved. Based on our participants’ input, we
suggest that using example comments at different stages is valuable to instill greater understanding.
Providing additional transparency can help users decide which aspects of the systems they can
trust and rely on and which parts need more caution.

5.2.3 Providing Desired Granularity and Continuous Adjustment. Furthermore, we found that while
participants desired more control over personal moderation, platforms often failed to provide
adequate controls to achieve that. For one, providing more degrees of freedom (like more levels of
moderation) does not guarantee improved control over the system. Controls must be backed by
a sufficiently crisp mental model of what the moderation system is meant to do and how well it
can achieve that [47, 48]. Indeed, we found that the level of clarity in participants’ mental models
greatly affected how they engaged with personal moderation controls, with some noting that the
number of slider levels should be reduced because they did not perceive a difference between some
levels. Additionally, we noticed a strong desire for moderation tools to account for more context [4],
like differences between communities and different linguistic patterns of groups and individuals.
Designing controls to enable context-dependent moderation is a promising direction for future
work. For example, interactive moderation tools that let users specify the relevant context (e.g.,
never hide racist comments from a specific user or group) would increase the utility of such tools.
Finally, we propose that configuring personal moderation be continuous and iterative. For one,

the currently limited controllability of static personal moderation tools does not let users fully
specify their moderation preferences. Additionally, some participants indicated that they may not
be aware of their moderation needs until they encounter undesirable content. Prior research [52]
has shown that users’ moderation goals may also evolve over time. Therefore, platforms should offer
mechanisms to adjust moderation in the context of results dynamically [48]. For instance, platforms
should look towards providing just-in-time [37] controls, e.g., automatically incorporating the
signal that “reported” content is undesirable so that users can customize personal moderation when
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it is most relevant to them. Our participants’ enthusiasm for using examples as a form of control
attests to the utility of this approach. Platforms should also provide feedback mechanisms, so users
can systematically evaluate the efficacy of their current settings as opposed to the current ad-hoc
reflections on their feed mentioned by our participants.

5.3 Managing Labor and Distribution of Responsibility
Our findings suggest that users keenly attend to the extent of labor required for personal moderation.
Excessive cognitive demands of moderation configurations can deter users from engaging with
personal moderation tools. Therefore, designers must devise efficient solutions that let users quickly
configure their moderation preferences while retaining granular control. One recent example of
such a solution is FilterBuddy, a word filter tool for YouTube that lets users quickly import entire
pre-built categories of offensive keywords, e.g., about sexism and racism, but allow subsequent
configuration changes for each phrase [52]. Given the tension between users’ needs to minimize
labor and improve control, designing tools that let users configure their preferences at varying
levels of specificity offers a promising direction.
As our findings show, relying on like-minded others for co-creating shared moderation prefer-

ences can also reduce moderation labor. Further, showing improvement metrics in news feeds, e.g.,
the number of offensive comments hidden, can also encourage users to engage with moderation
tools. Once appropriately configured, many personal moderation tools may need only occasional
tweaks. Thus, platforms can emphasize the utility of a one-time investment in configuring modera-
tion tools and make it easier for newcomers to understand and engage with them.

Regardless of how much platforms promote engagement with personal moderation, our analysis
predicts that some users would hesitate to invest any time in changing their moderation settings,
depicting a tendency to use the default settings [20, 93], while others may be unable to do so
because of their lack of digital literacy. In addition to improving personal moderation capabilities,
it is therefore vital that platforms provide sensible defaults. This recommendation is buttressed
by our finding that most users expect a baseline level of platform review that would catch and
remove blatantly inappropriate posts. However, platforms often fail to meet this expectation:
our participants’ frequent experiences of online harms speak to the urgency and importance of
this effort. Thus, personal moderation tools do not absolve platforms of the necessity to conduct
moderation. We argue against proposals that put all the onus on end users to personally filter
content for themselves, as this may exacerbate the digital divide between those who can and cannot
configure personal moderation settings.

In addition to platforms, third-party developers can also improve online spaces by implementing
innovative moderation solutions. Our findings suggest that users are likelier to use tools built by
academics and reliable non-profits. Moreover, policymakers can incentivize platforms to invest in
creating new personal moderation interfaces or supporting the community of third-party devel-
opers. For this to occur, lawmakers require a better appreciation of what is at stake and a better
understanding of how platforms implement personal moderation tools.

5.4 Limitations and Future Work
We focus on removing “toxicity” in three of our controls in our simulated social media feed. We
chose this due to the availability of social media datasets with human-annotated labels for toxicity
and the prevalence of the “toxicity” concept in academia and industry. However, personal content
moderation can also include other types of content that may be undesirable to some, such as
spam, sexually suggestive or explicit content, or violent content. It would be interesting to explore
differing user preferences regarding these other categories of content and to understand the kinds
of categories that users would like to adjust separately.
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We deployed a toy web application that shows only 30 comments at a time, and it does not
incorporate the effects of personalized content streams that users generally have within their social
media feeds. Therefore, longitudinally studying user interactions with tools on real platforms
hosting many more comments should reveal additional insights. The simulated controls we built
analyze only text, and our feed consists only of text comments. These controls could moderate
other content, including audio, image, and video. The Bleep tool, as an example, focuses on filtering
out audio in audio-based gaming chat rooms. Future studies could specifically examine personal
moderation of audio, image, and video content, which may have different user preferences and
considerations. For instance, violence and gore in visual content might be a higher priority for
filtering since they may be more viscerally harmful. Our design exploration and toy website creation
did not focus on a specific social media site but sought inspiration from various platforms. Since
these tools are available alongside the platform-offered moderation mechanisms on each site,
platform-specific explorations are needed to examine further the situated use and perspectives on
personal moderation tools.
The specific terms (e.g., toxicity) that our toy platform uses could have influenced our findings

about ambiguous definitions (Sec. 4.2.1). However, we note that Twitch and Instagram also use
similarly abstract terms on their moderation sliders, such as ‘offensive’ and ‘aggression,’ that are
likely to engender ambiguity. Future work that tests users on specific platforms would clarify the
extent to which this problem persists in currently deployed tools.

Our method consisted of conducting semi-structured with 24 participants. While this let us elicit
a wide range of concerns, user preferences, and nuances in engagement with personal moderation
tools, the small sample size limited us from asking questions about the relative popularity of the
different interfaces we tested. Going forward, we plan to conduct large-scale surveys with samples
representative of the general population of internet users to answer such questions.

6 CONCLUSION
As a one-size-fits-all model for content moderation is insufficient, platforms need to consider the
tools they provide end-users, so they can customize their moderation beyond what is caught at the
platform level. We call this personal moderation and identify its two variations: personal account
moderation and personal content moderation. We examine users’ preferences regarding personal
content moderation tools in this research. Our analysis shows that these tools would benefit from
providing greater context awareness, clarity in the meanings of their interface elements, and
justifications behind their decisions. Offering these tools does not exempt platforms from ensuring
the efficacy of their baseline moderation. However, these tools can let users customize their social
media experience without infringing on free speech concerns. Policymakers should also compel
platforms to invest in building and supporting innovative personal content moderation tools.
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