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Social media platforms moderate content for each user by incorporating the outputs of both platform-wide
content moderation systems and, in some cases, user-configured personal moderation preferences. However,
it is unclear (1) how end users perceive the choices and affordances of different kinds of personal content
moderation tools, and (2) how the introduction of personalization impacts user perceptions of platforms’
content moderation responsibilities. This paper investigates end users’ perspectives on personal content
moderation tools by conducting an interview study with a diverse sample of 24 active social media users. We
probe interviewees’ preferences using simulated personal moderation interfaces, including word filters, sliders
for toxicity levels, and boolean toxicity toggles. We also examine the labor involved for users in choosing
moderation settings and present users’ attitudes about the roles and responsibilities of social media platforms
and other stakeholders towards moderation. We discuss how our findings can inform design solutions to
improve transparency and controllability in personal content moderation tools.

CCS Concepts: • Computer systems organization→ Embedded systems; Redundancy; Robotics; • Net-
works → Network reliability.

Additional Key Words and Phrases: datasets, neural networks, gaze detection, text tagging

ACM Reference Format:
Shagun Jhaver, Alice Qian Zhang, Quanze Chen, Nikhila Natarajan, Ruotong Wang, and Amy Zhang. 2023.
Personalizing Content Moderation on Social Media: User Perspectives on Moderation Choices, Interface
Design, and Labor. Proc. ACM Hum.-Comput. Interact. xx, x, Article xx (x 2023), 33 pages. https://doi.org/
XXXXXXX.XXXXXXX

1 INTRODUCTION
At the Game Developers Conference in 2021, Intel unveiled Bleep, a new AI-powered tool for users
to filter out online abuse in video game voice chat.1 As shown in screenshots of the demo in Fig.
1https://youtu.be/97Qhj299zRM?t=1781
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1, the tool listed commonly encountered categories of abuse, like ‘Aggression’ and ‘Misogyny,’
each paired with a slider to control the quantity of each category that a user wants to hear [85].
Reactions were swift and heated across news and social media [21]. One article objected to how
the tool “pitch[es] racism, xenophobia, and general toxicity as settings that can be tuned up and down
as though they were...control sliders on a video game” [29]. Other people argued that such a tool
would be beneficial; for example, one Twitter user said, paraphrasing: “...as a trans woman gamer I
pretty much always hear transphobia and misogyny online, but with this I can just bleep those words
instead of muting people manually over and over...” Still others questioned the appropriateness of
asking users to configure moderation settings, with a Twitter user saying: “ ...WTF kind of dystopic
insanity is this control panel? Why would the onus be on the user to do the filtering?”

The mix of responses highlights some of the difficult questions that arise when tools for personal
configuration of moderation settings are introduced on a social media platform. These tools have the
potential to address online speech harms in a more user-initiated and personalized way. However,
the rich debate around the Intel demo shows that users have different opinions on and preferences
for such tools.

Since the mid-2000s, social media platforms’ popularity has expanded dramatically worldwide [7,
101, 104]. User-generated content (UGC) can be empowering, especially for those belonging to
vulnerable or marginalized groups, as it allows users to dictate what content is created [87]. However,
the rules around what content is acceptable on a platform versus not continue to be narrowly
shaped by the cultural norms of Silicon Valley, where most big platforms hosting UGC are located
[33]. Given the normative differences across cultures [57] and communities [112], including even
those that are geographically co-located [113], a one-size-fits-all solution to shaping online content
would not be able to serve the disparate needs of millions of end users [56].

Recognizing the inevitable conflicts regarding platform-wide content moderation, some industry
leaders, scholars, and activists have called for an approach that we refer to as personal content
moderation. We define personal content moderation as a form of moderation in which users can
configure or customize some aspects of their moderation preferences on social media based on the
content. Recently, platforms have also begun to experiment with and offer such tools. They are
‘personal’ in that every user can configure them differently, and a user’s configuration applies
only to their own account. In addition, they are content-based in that they help users configure
moderation choices based on the characteristics of the content they encounter on the platform.
Examples of tools for personal content moderation include toggles, sliders, or scales for ‘toxicity’,
‘sensitivity’, or other attributes, as well as word filter tools for filtering out user-specified phrases
(see Fig. 1, 2, 5). These differ from more common account-based personal moderation tools, such as
being able to block or mute undesirable accounts individually or in bulk [30, 53, 82].
In the context of internet history, personal content moderation tools, with all the promises

and perils they entail, have found their moment. Critics and scholars are increasingly calling for
mechanisms that move moderation decision-making away from centralized platforms and towards
individual users to give them greater control over what they do not want to see on social media
[26, 66, 74, 79]. Popular platforms like Facebook, Instagram, TikTok, and Twitter now offer word
filter tools [52] and sensitivity settings [46] for users to configure over their news feeds and over
‘Explore’, ‘For You’, and ‘Search’ products. In addition, emerging platforms and third-party personal
moderation tools like Gobo Social [10], Bodyguard [9], Block Party [82], and Bluesky [38] are
letting users personalize their content moderation with even greater granularity. Social media
founders and owners such as Mark Zuckerberg and Jack Dorsey have advocated for personal
content moderation settings that tune exposure to controversial content, such as nudity, violence,
and profanity [23, 119]. A recent representative survey of 983 adult internet U.S. users documented
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